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Abstract--The problem of cooling of a heated plate by an axisymmetric isothermal fully developed 
turbulent jet has been studied numerically. Computations were performed with the normal-velocity relax- 
ation turbulence model (V2F model). Local heat transfer coefficient predictions are compared to the 
available experimental data. For comparison, computations have also been carried out with the widely 
used k-e model. The V2F heat transfer predictions are in excellent agreement with the experiments, whereas 
the k-8 model does not properly resolve the flow features, greatly over-predicts the rate of heat transfer 
and yield?: physically unrealistic behaviors. 0 1998 Published by Elsevier Science Ltd. All rights reserved. 

1. INTRODUCTION 

Jet impingement heating and cooling is used in many 
engineering and industrial applications, such as 
materials procen;ing, manufacturing, drying, and cool- 
ing of computers and electronic equipment. In most 
applications, a turbulent jet of gas or liquid is directed 
to the target area. A number of comprehensive reviews 
of jet impingement are available in the literature [l- 
31. The advantages of impingement heat transfer pro- 
cess are direct, localized heating or cooling, and 
increased heat fluxes. This technique is an attractive, 
cost-effective method of cooling computers [4], 
especially in combination with heat sinks. A number 
of parameters must be considered in the design of such 
systems. For this reason, numerical prediction of the 
local heat transfer coefficient can expedite the design 
process. To this end, the flow and thermal fields must 
be accurately and economically computed ; hence the 
need for better turbulence models. 

Impinging jet flows have several features which 
make them a good vehicle for evaluation of turbulence 
models. In the impingement region, the mean flow is 
perpendicular (or nearly perpendicular) to the surface. 
It then turns and follows the surface in a wall jet (see 
Fig. 1). In the fstagnation region, the flow is nearly 
irrotational and there is a large total strain along the 
stagnation streamline. Away from the core of the jet 
there is substantial curvature of the streamlines. 

t Author to whom correspondence should be addressed. 

Adjacent to the wall, there are thin stagnation points 
and wall jet boundary layers on the target plate. 

The problem of a normal impinging jet of air strik- 
ing a flat plate has been considered as a test case by 
ERCOFTAC ; they adopted the flow measurements 
of Cooper et al. [5] and the heat transfer data of 
Baughn and Shimizu [6]. There are also a number of 
more recent heat transfer measurements by Baughn 
et al. [7], Yan [S], and Lytle and Webb [9]. These 
experimental data have been used by researchers to 
test turbulence models for this demanding case: for 
instance, Craft et al. [lo] used the data of Cooper et 
al. [5] and Baughn and Shimizu [6] to examine the 
k-c and three second-moment closure models in an 
axisymmetric geometry. Kunugi et al. [l l] carried out 
a numerical and experimental study of a confined 
impinging jet and successfully used an anisotropic 
k-c model. 

The present paper reports computations of the flow 
and thermal fields in an axisymmetric isothermal fully 
developed turbulent jet, perpendicular to a uniform 
heat flux flat plate. The V2F model [12] was used in 
the calculations. The axisymmetric, incompressible, 
Reynolds averaged Navier-Stokes equations were 
solved in conjunction with the k-E and 2 transport 
equations, and thefelliptic relaxation equation (hence 
the acronym V2F model) on a finite-difference grid. 
Several turbulent Prandtl number formulas were 
examined. The computations are compared with a 
wide set of experimental data [5-9, 131. For compari- 
son, computations were also performed with the 
widely used standard k-c model. The local heat trans- 
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NOMENCLATURE 

c, specific heat k turbulent kinetic energy 
D diameter of the jet qPl constant surface heat flux on the 
H nozzle-to-plate distance 

,2 
plate 

L turbulent length scale velocity scale for turbulent transport 
NU Nusselt number Nu = hD/lc Y+ wall-distance in ‘wall coordinates’. 
Pi. Prandtl number Pr = ~C,/K 

Pr, turbulent Prandtl number 
Re, Reynolds number Re, = UietD/v Greek symbols 
T turbulent time scale 0 temperature 
u mean velocity @in inlet temperature 
u,,, jet bulk velocity 0 w wall temperature 
Tf temperature in ‘wall’ coordinates & dissipation rate of turbulence 

f variable related to energy K thermal conductivity 
redistribution p fluid dynamic viscosity 

h wall heat transfer coefficient V fluid kinematic viscosity 
h = qpr/(% - %) Vt turbulent kinematic viscosity. 

JET ___ _____-_________L____---_-_-____-_- thermal imaging system for temperature measurement 

D, 

,L 

: and the velocity was measured by a Laser-Doppler 
i Velocimetry (LDV) system. The focus of this study 
; was on nozzle-to-plate spacings of less than one nozzle 
i diameter. The results have been partly published in 
I Lytle and Webb [9]. The relative size of the impinge- 

H : ment plate (compared to the jet diameter) in this study 
: 

x I I was smaller than that of Baughn’s experiments. 

t i 

I I Yan [8] developed a transient measurement method 
: using liquid crystals. He made local heat transfer 

-r IMF’INGEMENT SURFACE coefficient measurements on the impingement test rig 
Fig. 1. The geometry and computational domain. used in previous studies by Baughn et al. Yan notes 

that there was good agreement between his measure- 
ments and those of Baughn using the steady state 
method. Lee et al. [14] also used a test rig similar 

fer behavior of the jet for various jet to target distances to Baughn et al. and made measurements at lower 
and Reynolds numbers is analyzed. Reynolds numbers (Re, < 15 000). 

2. AVAILABLE EXPERIMENTAL DATA 3. NUMERICAL MODEL 

Cooper et al. [5] have recently reported a set of flow 
measurements at two different Reynolds numbers (i.e. 
Re, = 23 000 and 70000) ; however, they did not 
make any heat transfer measurements. The purpose 
of their experiments was to provide hydrodynamic 
data for the heat transfer experiments of Baughn and 
Shimizu [6]. Baughn and Shimizu used a fully- 
developed jet striking a gold-coated, constant heat 
flux plate that was painted by liquid crystals for tem- 
perature measurements. They made measurements for 
several jet to plate-spacings (H/D > 2). In a later 
study by Baughn et al. [7], the same test rig was used 
to study the entrainment effects in a heated jet. They 
noted that their unheated jet results agreed with the 
earlier data of Baughn and Shimizu. 

Lytle [ 131 also made heat transfer and flow measure- 
ments in an impinging air jet. He used an infrared 

3.1. The V2Fmodel 
The mean flow satisfies the Reynolds Average 

Navier-Stokes (RANS) equations, where the tur- 
bulent stresses are represented with an eddy-viscosity : 

D,U = -VP+V.((v+v,)(VU+V’u)) (1) 

v.u=o (2) 

The V2F model used for evaluating v, is a general 
model, valid up to the wall and therefore, it does not 
require the use of any kind of wall functions (or other 
approximations), whose universality is more and more 
questionable, especially in impinging flow situations. 
The definition of the turbulent viscosity v, needs the 
evaluation of one time scale,T, and one velocity scale. 
For the latter, the variable a2 has been introduced by 
Durbin [15] instead of the turbulent kinetic energy k 
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used in the k--E model, i.e. v, = CpsT. 2 might loosely 
be regarded as the velocity fluctuation normal to the 
streamlines ; note that it generally is not the y-com- 
ponent of velocity. Near to surfaces 2 behaves as 
the wall normal component of turbulent intensity. By 
arguing that the physical time scale cannot be smaller 
than the Kolmogorov time scale, Durbin [16, 171 
derived the following expression, that prevents l/T 
becoming infinite at the wall : 

(3) 

Moreover, Durbin [18] recently considered a real- 
izability constraint, in the context of impinging flows, 
and derived an upper bound for this time scale : 

T = min (4) 

with s2 E SijSj, S; = 1/2&U,+a,U,). Here, CL is a 
model parameter which has to be positive and smaller 
than 1. Comparison of our computations with exper- 
imental data indicate that CI = 0.6 is a suitable value; 
larger values result higher heat transfer rates (this is 
discussed later in the results section), while smaller 
values would contradict the findings of previous com- 
putations for several flow types [12]. 

Transport equanons are solved for the turbulent 
kinetic energy, k, its rate of dissipation, E, and the 
transport velocity scale, u2 : 

D,k=P-;:+V-((v+;Vk) 

D,E = 
C:,I’-CQ 
-,+V.((v+;v&) 

D,,=kf-$+V((v+;,)V?) (5) 

P is the turbulent kinetic energy production rate, 
P = 2v,s?. It should be noted that no damping func- 
tions are used in the model equations. The k and E 
equations are similar to the k-6 model, except for the 
destruction term of E where E/k is replaced by l/T to 
avoid a singularity at no-slip walls. Cl., has been 
chosen as a function of the distance to the closest 
boundary d, in order to give suitable values of Cl., for 
both turbulent boundary layer (C& = 1.55) and plane 
mixing layer (C& = 1.3): C& = 1.3+0.25/ 
[I + (d/2r)‘]“. 1 is a turbulent length scale, defined as 
I= L/C,, with L given by equation (7). In parallel 
shear flow, the term kfrepresents the redistribution of 
turbulent intensity from the streamwise to the wall- 
normal component. Non-local effects of the imper- 
meable solid boundaries are represented by the equa- 
tion for f; this is a Helmholtz-type elliptic relaxation 
equation [ 161: 

f-L’Vy- =(C, _1)(2i3;gik) +c, f (6) 

Finally, by using the same approach as for the time 
scale, the following expression of the turbulent length 
scale is obtained. 

L = min 
( ) 

(7) 

The V2F model is valid up to the wall. No-slip bound- 
ary conditions are applied to the mean flow on solid 
boundaries; for the turbulence quantities, we impose 
k = &k = 0,2 = 0 and 2 = 0(x:). The constants of 
the model are [l2] : 

ce, = 1.9, c, = 0.19, c, = 1.4, c, = 0.3, 

bk = l.O,a, = 1.3, c, = 0.3, C” = 70.0 

3.2. Turbulent Prandtl number 
In the mean temperature equation (the specific heat 

C, is supposed to be constant), it is customary to 
represent turbulent transport of heat by defining a 
turbulent Prandtl number, which is the ratio of the 
momentum to heat eddy diffusivities : 

D,O=V. ((;+$V@) (8) 

There is substantial experimental data available on 
the turbulent Prandtl number (Pr,). These are pri- 
marily based on measurements of T+ in the log-region 
of a flat plate boundary layer. For air, with a molec- 
ular Prandtl number of Pr = 0.71, the data range 
between Pr, = 0.73 and 0.92 [19]. The variation of the 
molecular Pr in the range of 0.7 to 64 (i.e. gases and 
most liquids including oils and with the exception of 
liquid metals) does not strongly affect the turbulent 
Prandtl number; according to Kays [19], a value of 
0.85 is generally acceptable. 

There are also a number of analytically determined 
relationships for turbulent Prandtl number in the 
literature. For instance, the DNS results of Kim and 
Moin [20] for fully developed flow of air in a duct 
indicate a Pr , z 1.2 at the wall with a non-monotonic 
decrease to about 0.7 far from the wall. This behavior 
is in qualitative agreement with measurements in air, 
which according to Kays and Crawford [2l] can be 
represented with a relationship of the form 

Pr, = 

0.5882+0.228(v,/v) 

-0.0441(v,/v~2[l -exp(*)l (9) 

This formula yields a value of 1.7 at the wall with a 
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sharp decrease in its vicinity and an asymptotic value 
of 0.85 far from the wall. For the heated flat plate 
flow, computations of Durbin [15] adopting this for- 
mula and the widely used constant value of 0.9 have 
indicated a change of 10% in the Stanton number. In 
fact, these computations showed that the constant 
Pr, value yields a marginally better agreement with 
experiments. 

Measurements of Pr, in other geometries are rather 
rare. Chua and Antonia [22] made measurements in 
a circular jet of air and showed a non-monotonic 
variation of Pr, between 0.84 at the axis and 1.6 near 
the jet edge. They suggest a constant value of 0.81 in 
the region between the axis and the jet half-radius 
point. Several widely used Pr, values were tested in 
the present computations: 0.73, 0.85, 0.92 and the 
Kays and Crawford formula. The results were not 
very sensitive to the Pr, model. 

4. SIMULATIONS AND COMPARISON WITH 

EXPERIMENTS AT A FIXED REYNOLDS NUMBER 

(Re, = 23 000) 

4.1. Computational approach 
Figure 1 is a sketch of the computational domain. 

All computations were performed with a general 
geometry, finite difference code developed by Rogers 
and Kwak [23]. The spatial discretization of con- 
vective terms was via a third order, upwind biased 
scheme ; diffusion terms were central differenced. A 
fine, non-uniform, orthogonal, cylindrical grid of 
120 x 120 cells was used, with a high resolution near 
all solid boundaries. A mesh sensitivity was performed 
by dividing the mesh by three in both directions. This 
changed the impingement region Nusselt number by 
less than 0.5% (Fig. 2). Therefore, the 120 x 120 grid 
was considered adequate. For high aspect ratios 
(H/D 2 10) a 160 x 160 grid was used. 

The flow conditions at the nozzle exit affect the 
computed flow field. Therefore, instead of specifying 

250 

- basic grid (120 x 120) 
0 finer grid (360 x 360) 

r/D 

Fig. 2. Grid-independence of the solution; inset shows a 
magnified view of the stagnation region. 

a boundary condition at the nozzle exit, we performed 
the computations in two steps. First, a fully-developed 
turbulent pipe flow was computed using 240 grid 
points in the radial direction. In this computation, the 
grid spacing was chosen such that at least five points 
were located in the region of y+ < 5. This solution 
was then interpolated onto the full grid to provide the 
inlet condition of the jet. The flow domain began 
approximately two pipe diameters upstream of the jet 
exit, as shown in Fig. 1, so that the fully-developed 
turbulent pipe profiles may evolve in the nozzle as the 
flow approaches the jet exit. It is noted that prescribing 
the inlet conditions upstream of singularities is a well- 
known requirement also in other types of flows, e.g. 
the backward-facing step. Further, this allows the 
upper computational boundary to be sufficient dis- 
tance from the wall that it does not affect the flow 
near the impingement surface. Finally, the effect of 
the jet wall thickness on the flow can be properly 
modeled. A constant static pressure condition was 
specified on the upper and right boundaries. We exam- 
ined the effect of the right boundary location on the 
flow and thermal fields : we found that once this was 
larger than (8 +H/D), there was no noticeable effect 
on the flow field and local Nusselt number. Two values 
of the pipe wall thickness were examined, 0.112D and 
O.O313D, corresponding to the experiments of Baughn 
and Shimizu [6] and Cooper et al. [5], respectively. 
No noticeable difference was observed. The former 
value was used for the computations. 

Simulations were first performed for a fixed jet Rey- 
nolds number of Re, = 23 000 and various aspect 
ratios, 0.5 d H/D < 14 using both the k--E and V2F 
models. Then we studied the influence of Reynolds 
number on the computational results. All com- 
putations have been conducted with a Prandtl number 
of 0.71. The V2F simulations required several hundred 
iterations for convergence, which took several minutes 
of CPU time on a Cray C90. In general, the k--E simu- 
lations required double this number of iterations and 
a greater CPU time. For the k--E model we used a 
damping function of the form v, = 0.09 
kT[l -exp(-O.Ol]kT/v])], which yields similar 
behavior to the model of Launder and Sharma. Craft 
et al. [lo] also used the Launder and Sharma model 
for the same problem and our k--E predictions are 
similar to theirs. 

4.2. Preliminary computations 
The effect of the realizability constraint parameter 

CI on the computational results was determined by 
using two different values, 0.6 and 1. For H/D = 2, 
the computed local Nusselt number is compared with 
the measured data in Fig. 3(a). Note that near the 
impingement region, a somewhat better agreement is 
obtained for c( = 0.6 ; however, downstream of this 
region and for r/D 2 2, there is very little difference 
between the two predicted results. In this region, both 
values yield an excellent agreement with the data. The 
experimental data indicate a dip in the Nusselt number 
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r/D 

(b) 
Fig. 3. Effect of (a) the realizability constant and (b) Pr, on 

the local Nusselt number. 

around r/D = 1.4, with a secondary peak occurring 
around r/D = 2. This behavior seems to be better rep- 
resented by the simulation with u = 0.6, which is the 
value we chose for all subsequent computations. 

The effect of the turbulent Prandtl number, Pr(, on 
the local Nusselt number for H/D = 6 is shown in 
Fig. 3(b). The results are not very sensitive to this 
parameter, especially downstream of the impingement 
region. Considering the scatter in the experimental 
data, it is difficult to say which value of Pr, more 
closely fits the data. In the stagnation region, both 
Pr, = 0.92 and the Kays and Crawford formula are in 
excellent agreement with the measurements of Lytle 
and Webb but are slightly higher than the data of 
Baughn et al. Away from this region, as the flow 
becomes parallel to the plate and forms the wall jet 
region, the predb:ion with Pr, = 0.73 follows the data 
of Baughn and Shimizu, Baughn et al. and Yan. In this 
region, all predictions are below the measurements of 
Lytle and Webb. One possible explanation for the 
higher values of -Nusselt number measured by Lytle 

and Webb is their use of a shorter length impingement 
plate. As the Kays and Crawford Pr, formula yields a 
somewhat better agreement in the impingement 
region, subsequent simulations were performed with 
this formula. 

4.3. Results for H/D = 2 
The computed flow field for this case is shown by 

contours of the Stokes streamlines in Fig. 4 (for clar- 
ity, only part of the domain is shown). At the nozzle 
exit, these are parallel to the jet axis, representing the 
potential core of the jet. Near the stagnation region, 
the flow decelerates in the axial direction and turns, 
as exhibited by the sharp curvature in the streamlines. 
Past this region, and roughly for r/D > 1.5, a radial 
wall jet parallel to the plate begins to form with a 
developing boundary layer. Ambient fluid outside the 
free jet is entrained into the core with a developing 
shear layer separating the core and the ambient fluid. 
The entrainment is clearly evident by the curving of 
the streamlines outside the pipe towards the core of 
the jet. This leads to the formation of a recirculation 
region in the vicinity of the pipe-wall (a magnified 
view of this region is shown as an inset in Fig. 4). The 
features of the flow in this region are well captured by 
our computations indicating a sufficient grid res- 
olution around the exit of the nozzle and in the shear 
layer. 

For this aspect ratio, Cooper et al. [5] have made 
velocity measurements at various radial locations. A 
comparison of the measured velocity magnitude and 
our computations with the k-c and V2F models at 
four different radial locations are shown in Fig. 5. On 
the stagnation streamline (r/D = 0) there is very little 
difference between the two predictions and quite a 
good agreement with the experimental data is noted. 
At r/D = 0.5, the k-8 model predicts lower velocities 
than the V2F which yields a slightly better agreement 
near the wall. In the wall jet region, at r/D = 1, the 
V2F model correctly predicts the flow acceleration ; 
there is excellent agreement with the data near the 
wall, with a slight over-prediction in the outer region. 
At this radial location, the k--E model predicts low 
velocities in the wall region and high velocities in the 
outer region. Further downstream, the flow deceler- 
ates and again the V2F model correctly predicts this 
behavior, showing very good agreement with the 
experiment at r/D = 2.5. The k-8 n node1 does not cor- 

Fig. 4. Streamlines for H/D = 2 computed with the V2F 
model; inset shows a magnified view of the flow near the 

pipe exit. 
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0.4 

0.1 

IUVU, 
Fig. 5. Profiles of the velocity magnitude normalized by the 
bulk velocity of the jet at various radial locations, symbols : 

[51. 

rectly resolve the development of the boundary layer, 
leading to an under-prediction of the velocity in the 
wall region and an over-prediction in the outer region. 
The origin of the discrepancy between the k-c pre- 
dictions and data will be discussed later. 

In the stagnation region, the k--E model significantly 
over-predicts the local Nusselt number, as seen in Fig. 
6. In this model, the stagnation Nusselt number is 
about 170% higher than the measured value, whereas 
the V2F model prediction is only about 9% too high. 
Downstream of the stagnation region, the k--E Nusselt 
number rapidly decreases and approaches the exper- 
imental and V2F values. 

The experimental data indicate a dip in the local 
Nusselt number distribution around r/D = 1.4 and a 
secondary maximum at around r/D = 2. The data of 
Yan [8] indicate a more pronounced local minimum 

Fig. 6. Distribution of local wall heat transfer coefficient for 
H/D = 2 ; for experimental data symbol key, see Fig. 3. 

of Nusselt number than those of refs. [7, 61. Also, in 
the data of Yan this point is shifted closer to the 
stagnation point with a somewhat lower value of Nu 
in the region r/D < 1.5. The V2F model does not 
predict a local secondary maximum, however it does 
show a deflection in the local Nusselt number dis- 
tribution. It can be said that the agreement between 
the data and the V2F computation is quite good in 
the regions r/D < 1 and r/D > 1.8. 

Some investigators [14] have attributed the local 
maximum to transition from a laminar to turbulent 
boundary layer in the wall jet region. This is not sup- 
ported by the measurements of Lytle and Webb [9] 
who note that there are relatively high levels of tur- 
bulence even in the stagnation region. It is believed 
that an increase in the turbulent kinetic energy away 
from the stagnation region is responsible for this local 
increase of NM. This was observed by Lytle and Webb 
and is predicted by the present model, as illustrated 
by Fig. 7. The increase in the turbulent energy is 
produced by high shear in the region of streamline 
convergence, away from the stagnation point, where 
the turbulent shear layer is impinging on the plate. 
This is supported by the experimental observations of 
Popiel and Trass [24], who showed that there exists a 
strong axisymmetric toroidal vortex in this region. 

The anomalously high Nusselt number predicted 
by k-c can be attributed to erroneous physics. The 
impinging potential core of the free jet contains low 
levels of turbulence and these should remain relatively 
low in the stagnation region. The V2F predictions are 
consistent with this expectation. However, the k-c 

model generates a spurious kinetic energy maximum 
near the stagnation point, as illustrated by Fig. 7. This 
figure is a composite : on the left half are contours of 
k predicted by k--E and on the right predictions of 
V2F. The contours on the left show a pronounced 
maximum near the surface, on the jet axis. This is 
responsible for the excessive level of the stagnation 
point Nusselt number. 

The maximum value of k predicted by the k-E model 
is 80% higher than that of V2F. The location of this 
maximum, shown by the arrows on Fig. 7, is in the 
stagnation region for the k-6, and at about r/D = 2 
for the V2F. The behavior predicted by the V2F model 
is qualitatively confirmed by measurements of Lytle 
and Webb [9], in the sense that they also noted an 
increase of the turbulent intensity away from the stag- 
nation region, with an off-axis maximum. 

Single, hot-wire measurements of velocity fluc- 
tuations normal to the plate are shown in Fig. 9. For 
comparison, we have also plotted 2/3 k from both k- 
E and V2F computations as well as 2 from the V2F 
computation. This figure clearly shows that in the 
near-wall regios, and in particular around the stag- 
nation point, v2 is behaving like the normal com- 
ponent of velocity. k predictions from the k-8 model 
are one order of magnitude higher than u’; hence this 
model drastically over-estimates the turbulent 
momentum and heat transfer rates. 
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Fig. 7. Contours of turbulent kinetic energy for H/D = 2. 

V2F 

Fig. 8. Contours of turbulent kinetic energy for H/D = 6. 

4.4. Results for H/D = 6 
The contours of the turbulent kinetic energy for the 

0 151 case of H/D = 6 are shown in Fig. 8. The maximum 
--- 2/3 k (with k-E) value of k predicted by the k-c model is 66% higher 
---- 2/3 k (with V2P’) than V2F. The location of this maximum, shown by 

\ - v’ (with V2F) the arrows on this figure, is in the stagnation region 

‘\ for the k--E, and at about r/D = 1 for the V2F. Again 
‘. 

. . the prediction by the k--E model is anomalous in mag- 
.\ 

.N.. nitude and location. 
____ 

N. A comparison of the predicted and measured local 
-. 

NY 
Nusselt numbers is presented in Fig. 10. In the 

/’ 
impingement region, there is a 25% scatter in the 

___- -- __d# experimentally measured Nusselt number. The data 

0.00 0.02 0.04 0.06 of Lytle and Webb [9] are consistently higher than 

v’ or 2/3k other measurements. The k-c model over-predicts the 

Fig. 9. Velocity fluctuations (squared) on the stagnation line stagnation Nusselt number by about 120% but the 
(H/D = 6). discrepancy gradually reduces moving away from the 
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g 200 
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50 

0’ I L ’ 
0 1 2 3 4 5 

r/D 
Fig. 10. Distribution of local wall heat transfer coefficient 
for H/D = 6 ; for experimental data symbol key, see Fig. 3. 

impingement region. The V2F model prediction is in 
excellent agreement with the data of Lytle and Webb 
in the impingement region ; however in the wall jet 
region, it is in better agreement with the data of Yan 
[8]. Unlike the lower aspect ratio results (H/D = 2), 
there is no secondary maximum in the Nusselt number 
distribution. This is believed to be due to the fact that 
as the jet is moved further out from the impingement 
surface, the location of maximum k moves closer to 
the jet axis. This is supported by the computations 
with the V2F model which predicts the location of 
this point to lie at r/D N 2 and r/D 2: 1 for aspect 
ratios of two and six, respectively. 

4.5. Stagnation Nusselt number 
Simulations have been carried out for a constant 

Reynolds number (ReD = 23 000) and a wide range 
of aspect ratios (0.5 < H/D < 14) to determine the 
dependence of the stagnation Nusselt number on H/D. 
This dependence is crucial to many applications of 
impingement cooling. A comparison of the computed 
values with the experimental data is presented in Fig. 
11. The V2F model predictions are in good agreement 
with the data. Experimental measurements [6, 8, 141 
have indicated that for H/D > 1, the stagnation Nus- 
selt number exhibits a maximum value at around 
H/D = 6. Our computations confirm this finding and 
indicate that the maximum stagnation Nusselt num- 
ber is between H/D of six and seven. This might be 
attributed to the increase in the turbulent kinetic 
energy as the jet is moved away from the impingement 
surface. For instance, as previously discussed, the 
maximum of k at H/D = 6 is higher than that of 
H/D = 2. This explanation is supported by Kataoka 
et al. [25] who show that turbulent intensity reaches a 
maximum at an aspect ratio of seven. The measure- 
ments of ref. [9] also indicate that at lower spacing 
ratios, the stagnation Nusselt number goes through a 
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Fig. 11. Effect of jet distance on the heat transfer at the 
stagnation point; for experimental data symbol key, see 

Fig. 3. 

local minimum at H/D = 1 which is also correctly 
predicted by the V2F model. 

The k-e model substantially over-predicts the stag- 
nation Nusselt number. Fig. 11 also indicates a 
behavior unlike the trend observed in the experiments 
and the V2F computations. Two pronounced maxima 
are predicted around H/D of three and five with a 
local minimum around four. At higher aspect ratios, 
the k-6 predictions gradually approach the measure- 
ments. 

5. BEHAVIOR WITH INCREASING REYNOLDS 

NUMBER 

All the previous computations have been conducted 
at a Reynolds number of 23000. Although the V2F 
results are excellent in comparison to state of the art 
turbulence models, it is essential to check its accuracy 
at different Re,. Turbulence models are sometimes 
fitted for a given test-case, at a given Reynolds number 
and might give much worse results when flow con- 
ditions are changed. In this study, we used stagnation 
point data solely in the selection of the realizability 
constant, CI. All other constants had been found pre- 
viously from simple, parallel shear flow data. 

Higher Reynolds number data are provided by the 
recent experiments of Cooper et al. [5] for the fluid 
flow and Yan [S] for the heat transfer. These data are 
at Re, = 50000 and 70000. In this section, we will 
focus only on the latter data, in order to provide the 
largest span of Reynolds number. 

First, some velocity magnitude profiles have been 
made available at Re, = 70000 in ref. [5]. Figure 12 
shows the comparison of the V2F model with these 
experimental data. Again, as for Re, = 23 000, one 
can see a very good agreement at several radial 
locations. The V2F model accurately predicts the 
initial flow acceleration, then deceleration in the 
developing boundary layer. So the predicted flow pat- 
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Fig. 13. Distribution of local wall heat transfer coefficient 
for H/D = 2 at different Reynolds numbers. 

tern shows the right qualitative and quantitative 
behavior of when Re, is varied. 

The evolution of the local Nusselt number on the 
flat plate while increasing Reynolds number is pre- 
sented for two nozzle-to-plate distances in Figs. 13 
and 14. Comparioons are with Yan’s [8] experimental 
data. For H/D = 2, one observes in Fig. 13 an aug- 
mentation with R’eD of the relative height of the sec- 
ondary peak in the Nu distribution. The model is 
qualitatively consistent with the experiment. As for 
the lower Reynolds number, this peak is less pro- 
nounced in the computations, but its location is very 
well predicted (around r/D = 2). Recall that a 20% 
scatter existed in the experimental data at 
Re, = 23 000 and that Yan’s data were systematically 
close to the lowest quantitative bound on the whole 
set of available data. In light of this, the V2F results 
may be considered quite good. 

For H/D = 6 (Fig. 14), the agreement is still reason- 
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Distribution of local wall heat transfer coefficient 
for H/D = 6 at different Reynolds numbers. 

able, especially in comparison to dramatic k-8 pre- 
dictions, which have on the order of a 100% error 
in the stagnation region. However, a spurious peak, 
which does not seem to exist in the experiment, 
appears around r/D = 0.8 in the computations at 
ReD = 70000. We do not know yet the origin of this 
peak. 

Finally, we evaluated a data correlation of the form 
N&tag = a(Re#. Fig. 15(a) and (b) show log-log 
plots, from which )!l has been determined. The V2F 
simulations follow very similar trends to the exper- 
iment with only slightly over-predicted values of stag- 
nation Nusselt number, as it has been noted 
previously. For H/D = 2, fl has been evaluated as 
0.51, against 0.47 in the experiment; for H/D = 6, 
V2F gives the value of 0.49 against 0.56 in Yan’s 
data. These exponents have been evaluated only with 
3 points, so they are subject to uncertainty, but the 
l/2 slope in the stagnation region, widely cited in the 
literature [8,9, 141, is well predicted by the V2F model. 
Of course, the Nu data do not follow Reb/* at locations 
away from the stagnation point. It might be reason- 
able to regard the stagnation region as ‘quasi-lami- 
nar’, in the sense that k is relatively low there, but 
there is not a laminar to turbulent transition with 
increasing radius. It is simply a matter of moving from 
the potential core to wall jet region of the impingement 
flow. 

6. CONCLUSION AND FUTURE PLANS 

The main aim of this research has been to assess 
the ability of computational fluid mechanics and heat 
transfer to accurately and economically predict the 
heat transfer rate in an impinging jet. The com- 
putations carried out herein show that predictions by 
the normal-velocity relaxation model (V2F model) 
agree very well with the experiments. The k-c model 
does not properly represent the flow features, highly 
over-predicts the rate of heat transfer and yields physi- 
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tally unrealistic behavior. Computations not reported 
here show that using the ‘RNG’ coefficients for the k- 

E model produces results quite similar to those pre- 
sented here for the standard, constant coefficient 
version. In particular, the excessive production of k in 
the stagnant point region is not alleviated by the alt- 
ered set of coefficients. Computations were also done 
with wall functions instead of damping functions, and 
with a commercial CFD code. In all cases, the k--E 
model excessively over-predicted the stagnant point 
value of Nu. 

It is planned to perform additional two and three 
dimensional computations to cover a wider range of 
parameters, such as the geometry and molecular 
Prandtl number. In particular, for electronic cooling 
applications, dielectric liquids in a confined jet 
geometry need to be explored. There are also some 
recent experimental measurements of heat transfer 
from a pedestal being cooled by an impinging jet 
which will be used for comparison with future simu- 

lations. The understanding gained and the results 
obtained can be directly relevant to a number of indus- 
trial and engineering applications. 
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